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Redes distribuidas 
para la protección y 

el crecimiento de 
negocios en la Web

Greivin Viquez
Gerente Comercial Regional

gviqueza@akamai.com
+506 83 28 65 65
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7,500+
Current Employees

As of July 2020

Founded in 1998 (Nasdaq:AKAM), with HQ in 
Cambridge, Massachusetts  

Invented Content Delivery Network (CDN), 
that’s Akamai Intelligent Platform

Akamai Intelligent Platform has ~350K servers 
delivering 200 Tbps (March 2021) in over 135 
countries

Responsible of serving 40% of all web traffic

85% of the world's Internet users are within a 
single "network hop" of Akamai’s CDN

Akamai Snapshot

$3.2B
2020 Annual Revenue

Up 11% year-over-year and when 
adjusted for foreign exchange

8,396*
Current Employees
*As of December 2020

Akamai had

6,589 
revenue generating customers 

at the end of Q420
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¿What is a Content Delivery 
Network (CDN) / Red 

distribuida?
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Delivering content without a CDN

Origin 
Server

Private Data Center / On-Premise

or

Internet
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Delivering content with a CDN from the Edge

Origin 
Server

Private Data Center / On-Premise

or

Cache 
Server

or
Edge 
Server
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Private Data Center / On-Premise

or

Delivering content with a CDN from the Edge+Security

Origin 
Server

Malicious User = Security Threats
while protecting your origin server far away from the security threatsMoving content closer to your users and offload your origin server
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Casos de Negocio !
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Avoid data theft and downtime by extending the 
security perimeter outside the data-center and 
protect from increasing frequency, scale and sophistication of web 
attacks.

M and M Direct Delivers Fast, Quality Experiences with Akamai

Median:
DSA Only: 6,771 ms
Ion: 3,338 ms

Savings of 3,433 ms

IonDSA Only

Akamai Real User Monitoring 
UK Users, UK Origin RWD Site

avg. performance 
improvement over 

DSA
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Decker’s Outdoor Corporation

• www.uggaustralia.com
• Responsive site, delivered with Ion
• Median perf improvement: 153%

• DSA: 4.93s, Ion: 1.95s
(11/5 – 11/12)

• Deal signed 8/23
• Fully integrated with DPC and FEO 

10/15

http://www.uggaustralia.com/


© 2021 Akamai14

\



© 2021 Akamai15

Why do they do it?

• Extortion (DD4BC)
• Get even !
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Banco de Chile
Hackeo interno en el Banco de Chile: informático robó 475 millones de pesos usando su PC

https://www.biobiochile.cl/especial/noticias/reportajes/reportajes-reportajes/2018/07/18/hackeo-interno-en-el-banco-de-chile-informatico-robo-475-millones-de-pesos-usando-su-

https://www.biobiochile.cl/especial/noticias/reportajes/reportajes-reportajes/2018/07/18/hackeo-interno-en-el-banco-de-chile-informatico-robo-475-millones-de-pesos-usando-su-pc.shtml
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Sistema de Administración Tributaria (SAT)
http://www.elfinanciero.com.mx/tech/hackers-tumban-el-portal-del-sat.html
https://www.facebook.com/hackersdemexico.net.mx
21/03/2016  a las 15:03 DESDE COSTA RICA

http://www.elfinanciero.com.mx/tech/hackers-tumban-el-portal-del-sat.html
https://www.facebook.com/hackersdemexico.net.mx
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Sistema de Administración Tributaria (SAT)
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Sistema de Administración Tributaria (SAT)
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Sistema de Administración Tributaria (SAT)
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BroBot in Action
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Case study 1:  First Brobot Attack 
DDoS campaign day 1 – large financial customer JAN 2012

6:15 am  ATTACK BEGINS
The campaign starts as a DNS Flood.  On-site mitigation is deployed.  Two tier 
1 telecom providers are engaged to provide upstream blocking of attack traffic.

7:30 am APPLIANCE FAILURE
On-site mitigation appliance fails. Local mitigation team gives up on 
appliance.

10:45 am TELECOM FAILURE
Both telecom DDoS service providers are proving to be ineffective against a multi-vectored UDP and 
DNS attack. Attack size approximately 8-10 Gbps.  Response time is approaching critical levels.

11:30 am CUSTOMER ACTIVATES PROLEXIC
Customer flips the BGP switch and all traffic from 2 out of 3 data centers is routed to Prolexic.  The SOC 
immediately starts the mitigation process and within 20 min the response times are down to a few seconds.  
Three telecom bridges are opened with the customer; an attack line, a trouble shooting line, and a SERT 
line to the FBI and Secret Service which includes the customers SERT team.

8:00 pm  CUSTOMER PREPARATION
Preparing to route the 3rd and final data center over to Prolexic.
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DDoS campaign day 2 – large financial customer

8:30 am  ATTACK VECTOR MORPHS TO DNS
Another major attack was initiated.  It was a multi-
vectored attack which included a DNS Flood and a UDP 
Flood.  The attack peaked out at 13.4 Gbps and 600,000 
pps.

10:00 am  100% PROLEXIC MITIGATION
The 3rd and final data center is routed over to Prolexic.
All back channels to Web, DNS, VPN’s, Custom Apps 
protected.
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DDoS campaign day 3 – large financial customer

9:00 am  ATTACK COMPLEXITY INCREASES
Another major attack was initiated.  It was a multi-vectored 
attack which was comprised of a DNS Flood of 6.3 Gbps 
and 4.1 Mpps, a UDP Flood of 301 Mbps and 400K pps, a 
GET Flood, UDP Fragment, and ICMP Flood that peaked 
at 7.1 Gbps and 11.3 Mpps.  

10:00 am  PROLEXIC BOTNET TAKEDOWN WITH FBI
The GET Flood attack finally provided some non spoofed 
IP addresses.  Our SERT team using information from 
several sources triangulated several Command and 
Control PC’s or CNC’s .  These addresses were then 
turned over to law enforcement.  The FBI proceeded to 
monitor them to get more information.

8:00 pm  BOTNET TAKEDOWN SUCCESSFUL
Several CNC’s were taken down.
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DDoS campaign day 4 – large financial customer

11:00 am ATTACKER UNLEASHES EVERYTHING THEY 
HAVE
Another attack begins around 11 am.  It started out small but by 

noon it had morphed into a VERY LARGE and COMPLEX 
attack. The attack vectors included: GET Flood, UDP Fragment, 
DNS Flood, ICMP Flood.  This campaign peaked at a very 
impressive 54.30 Gbps and 4.90 Mpps..

Note: Prolexic is the only company in the world able to mitigate this size of attack.  It should be 
noted that we were mitigating another 12 attacks for other clients at the same time as this 54 
Gbps attack.  That should give you some idea how big our network is, the effectiveness of our 
services, and the skill level of our technicians.  Many providers would have been so focused on 
the huge attack that they would have missed the smaller, more deadly Layer 7 attack that was 
also launched.
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DDoS campaign day 5 – large financial customer

9:30 am  ALL QUIET ON THE BANKING FRONT
No large attacks were recorded on Day 5.  The customer 
directed additional traffic to Prolexic from some of its 
smaller, regional data centers.
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DDoS campaign day 6 – large financial customer

12:00 pm  HOME COUNTRY OF ATTACKER 
IDENTIFIED
Law enforcement narrows down the country origin of the 
attacker and starts to zero in.

Attacker unsuccessful in impacting customer over 
several days.

Many attacker C&C’s taken down.
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DDoS campaign day 7 – large financial customer

Note:  ATTACKS END
Attacks end on Day 7.  Throughout the campaign the 
customers perimeter assets remained functional and 
responsive despite the best efforts of a very skilled 
attacker.

The attack never became public and there was no lack 
of continuity in the day-to-day business.  If the 
company did not have Prolexic in place the outcome of 
the campaign would have been dramatically different. 

Note:  FORENSICS
After several months of detailed forensics,  it was evident 
the attackers had done extensive analysis of the target 
prior to the attack.
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• Attack on Akamai stock exchange customer.
• Peak attack traffic was 26 Gbps, 170x normal.
• Page Views peaked at over 260,000 per second, 280x normal.

Case Study – Stock Exchange DDoS Attack
Reducing Risk, Protecting the Brand
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DDoS Attack – Stock Exchange
• Akamai Offloaded over 99% of bandwidth during the attack, protecting the site.

• Origin bandwidth peaked at only 53 Mbps.
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Operation Ababil

Phase 1
Sep 12 – Early Nov 2012

• DNS Packets with 

“A” payload

• Limited Layer 7 

attacks

• Began use of 

HTTP dynamic 

content to 

circumvent static 

caching defenses

Phase 2
Dec 12, 2012 – Jan 29  

• Incorporate 

random query 

strings and values

• Additions to bot 

army

• Burst probes to 

bypass rate-limiting 

controls

• Addition of valid 

argument names, 

random values

Phase 3

• Increased focus on 

Layer 7 attacks

• Larger botnet

• Highly distributed

• Target banks 

where attacks work

• Fraudsters take 

advantage

Late Feb 2013 – May 2013

“none of the U.S banks will be safe from our attacks”

Phase 4

• Updated attack 

scripts, harder to 

understand

• Requests look 

more like normal 

browsers

July 2013 – Now  
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Operation Ababil / 2nd Phase / 4th Week
“none of the U.S banks will be safe from our attacks.”
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January 3, 2013 – Massive Banking DDoS Attack
Always-on Protection

• Top financial services firm with nearly 10M customers.
• Peak attack traffic was 30 Gbps, 30x normal daily high traffic.
• Attackers gave up after 15 minutes, and moved attack to another bank.
• 100% of the attack was on SSL.

Bank #1
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Massive Banking DDoS Attack

• Akamai offloaded 100% of the attack.

• “A bug impacting our windshield”.

Bank #1

15 Minutes

Total Origin 
Bandwidth

(Attack ended at 
11:25)
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Massive Banking DDoS Attack

• “Probe” attack was then 
seen at another bank 25 
minutes later.

• Akamai Kona in place, and 
rate controls automatically 
activated.

Bank #2
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Massive Banking DDoS Attack

• 60 minutes later, 8 Gbps attack seen on a 3rd customer.

• 100% of the attack was on SSL.

• Akamai offload was over 99%

Bank #3
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Non-Akamai bank hit at 12:03 PM
• Compuware benchmark of bank home page, measured from 12 cities 1x per 

hour.

• First performance hit recorded at 12:03 PM.

• Performance and availability problems continued to 9:00 AM the following 
morning.

12:03 PM

9:00 AM

Bank #4
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Non-Akamai bank attacked at 12:44 PM
• First outage recorded at 12:44 PM.

• Attack continued to 6:21 PM.

• Bank attacked numerous times after January 3.

Bank #5

12:44 PM 6:21 PM

SITE UNAVAILABLE
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Questions?



© 2021 Akamai40

Greivin Viquez
gviqueza@akamai.com
+506 83 28 65 65

STRONG TAILWINDS

Gracias !

mailto:gviqueza@akamai.com

